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ABSTRACT

Non traditional search and optimization methods are becoming more popular in engineering optimization problems in the recent past. These algorithms are generally involved with the potential search and optimization algorithms for complex engineering optimization problems. Genetic algorithm is a new concept and which involves with the principle of natural genetics and natural selection to constitute search and optimization procedures. In this paper I have proposed a new concept of genetic algorithm which is used to minimize a objective function by using the different types of operators of genetic algorithm.

Simulated annealing mimics the cooling phenomenon of molten metal’s to constitute a search procedure.

Index terms: genetic algorithm, fitness function, GA operators, cross over, mutation

INTRODUCTION

Genetic algorithms are computerized search and optimization algorithms based on the mechanics of natural genetics and natural selection. Professor John Holland of the University of Michigan, Ann Arbor envisaged the concept of these algorithms in the mid sixties and published his seminar work (Holland 1975). Thereafter a number of students and other researchers have contributed to developing this field. Simulated Annealing was originally inspired by formation of crystal in solids during cooling i.e., the physical cooling phenomenon. As discovered a long time ago by Iron Age blacksmiths, the slower the cooling, the more perfect is the crystal formed. By cooling, complex physical systems naturally converge towards a state of minimal energy. The system moves randomly, but the probability to stay in a particular configuration depends directly on the energy of the system and on its temperature. Where E stands for the energy, k is the Boltzmann constant and T is the temperature. In the mid 70s, Kirkpatrick by analogy of these physical phenomena laid out the first description of simulated annealing. As in the stochastic hill climbing, the iteration of the simulated annealing consists of randomly choosing a new solution in the neighbourhood of the actual solution. If the fitness function of the new solution is better than the fitness function of the current one, the new solution is accepted as the new current solution. If the fitness function is not improved, the new solution is retained with a probability

Where \(f(y) - f(x)\) is the difference of the fitness function between the new and the old solution. The simulated annealing behaves like a hill climbing method but with the possibility
of going downhill to avoid being trapped at local optima. When the temperature is high, the probability of deteriorate the solution is quite important, and then a lot of large moves are possible to explore the search space. The more the temperature decreases, the more difficult it is to go downhill; the algorithm tries to climb up from the current solution to reach a maximum. When temperature is lower, there is an exploitation of the current solution. If the temperature is too low, number deterioration is accepted, and the algorithm behaves just like a stochastic hill climbing method. Usually, the simulated annealing starts from a high temperature, which decreases exponentially. The slower the cooling, the better it is for finding good solutions. It even has been demonstrated that with an infinitely slow cooling, the algorithm is almost certain to find the global optimum. The only point is that infinitely slow consists in finding the appropriate temperature decrease rate to obtain a good behaviour of the algorithm. Simulated Annealing by mixing exploration features such as the random search and exploitation features like hill climbing usually gives quite good results. Simulated Annealing is a serious competitor to Genetic Algorithms. It is worth trying to compare the results obtained by each. Both are derived from analogy with natural system evolution and both deal with the same kind of optimization problem. Gas differs by two main features, which should make them more efficient. First Gas uses a population-based selection whereas SA only deals with one individual at each iteration. Hence GAs are expected to cover a much larger landscape of the search space at each iteration, but on the other hand SA iterations are much more simple, and so, often much faster. The great advantage of GA is its exceptional ability to be parallelized, whereas SA does not gain much of this. It is mainly due to the population scheme use by GA. Secondly; GAs uses recombination operators, able to mix good characteristics from different solutions. The exploitation made by recombination operators is supposedly considered helpful to find optimal solutions of the problem. On the other hand, simulated annealing are still very simple to implement and they give good results. They have proved their efficiency over a large spectrum of difficult problems, like the optimal layout of printed circuit board, or the famous travelling salesman problem. Genetic annealing is developing in the recent years, which is an attempt to combine genetic algorithms and simulated annealing.

**BASIC NOTATION OF GENETIC ALGORITHM**

An algorithm is a series of steps for solving a problem. A genetic algorithm is a problem solving method that uses genetics as its model of problem solving. It’s a search technique to find approximate solutions to optimization and search problems. Basically, an optimization problem looks really simple. One knows the form of all possible solutions corresponding to a specific question. The set of all the solutions that meet this form constitute the search space. The problem consists in finding out the solution that fits the best, i.e. the one with the most payoffs, from all the possible solutions. If it’s possible to quickly enumerate all the solutions, the problem does not raise much difficulty. But, when the search space becomes large, enumeration is soon no longer feasible simply because it would take far too much time. In this it’s needed to use a specific technique to find the optimal solution.
Genetic Algorithms provides one of these methods. Practically they all work in a similar way, adapting the simple genetics to algorithmic mechanisms. GA handles a population of possible solutions. Each solution is represented through a chromosome, which is just an abstract representation. Coding all the possible solutions into a chromosome is the first part, but certainly not the most straightforward one of a Genetic Algorithm. A set of reproduction operators has to be determined, too. Reproduction operators are applied directly on the chromosomes, and are used to perform mutations and recombinations over solutions of the problem. Appropriate representation and reproduction operators are really something determinant, as the behaviour of the GA is extremely dependent on it. Frequently, it can be extremely difficult to find a representation, which respects the structure of the search space and reproduction operators, which are coherent and relevant according to the properties of the problems.

Selection is supposed to be able to compare each individual in the population. Selection is done by using a fitness function. Each chromosome has an associated value corresponding to the fitness of the solution it represents. The fitness should correspond to an evaluation of how good the candidate solution is. The optimal solution is the one, which maximizes the fitness function. Genetic Algorithms deal with the problems that maximize the fitness function. But, if the problem consists in minimizing a cost function, the adaptation is quite easy. Either the cost function can be transformed into a fitness function, for example by inverting it; or the selection can be adapted in such way that they consider individuals with low evaluation functions as better. Once the reproduction and the fitness function have been properly defined, a Genetic Algorithm is evolved according to the same basic structure. It starts by generating an initial population of chromosomes. This first population must offer a wide diversity of genetic materials. The gene pool should be as large as possible so that any solution of the search space can be engendered. Generally, the initial population is generated randomly. Then, the genetic algorithm loops over an iteration process to make the population evolve. Each iteration consists of the following steps:

• **SELECTION:** The first step consists in selecting individuals for reproduction. This selection is done randomly with a probability depending on the relative fitness of the individuals so that best ones are often chosen for reproduction than poor ones.

• **REPRODUCTION:** In the second step, offspring are bred by the selected individuals. For generating new chromosomes, the algorithm can use both recombination and mutation.

• **EVALUATION:** Then the fitness of the new chromosomes is evaluated.

• **REPLACEMENT:** During the last step, individuals from the old population are killed and replaced by the new ones. The algorithm is stopped when the population converges toward the optimal solution.

The basic genetic algorithm is as follows:
• [start] Genetic random population of n chromosomes (suitable solutions for the problem)
• [Fitness] Evaluate the fitness \( f(x) \) of each chromosome \( x \) in the population
• New population] Create a new population by repeating following steps until the New population is complete
  - [selection] select two parent chromosomes from a population according to their fitness (the better fitness, the bigger chance to get selected).
  - [crossover] with a crossover probability, cross over the parents to form new offspring (children). If no crossover was performed, offspring is the exact copy of parents.
  - [Mutation] with a mutation probability, mutate new offspring at each locus (position in chromosome)
  - [Accepting] Place new offspring in the new population.
• [Replace] Use new generated population for a further sum of the algorithm.
• [Test] If the end condition is satisfied, stop, and return the best solution in current.
• [Loop] Go to step2 for fitness evaluation.

Reproduction is the process by which the genetic material in two or more parent is combined to obtain one or more offspring. In fitness evaluation step, the individual’s quality is assessed. Mutation is performed to one individual to produce a new version of it where some of the original genetic material has been randomly changed. Selection process helps to decide which individuals are to be used for reproduction and mutation in order to produce new search points population.

BASIC CONCEPTS OF THE GENTIC ALGORITHMS

GA’s have been established as a viable technique for search, optimization, machine learning, and other problems. Theoretical developments by Holland and DeJong have laid the foundation of GA's. GA's have been theoretically and empirically proven to provide robust search in complex space. Then, the genetic algorithm loops over an iteration process to make the population Evolve. Each iteration consists of the following steps:

[Genetic algorithm cycle]
FLOW CHART OF GENETIC ALGORITHM:

TERMINOLOGIES AND OPERATORS OF GA

1. GENE

Genes are the basic “instructions” for building a Generic Algorithms. A chromosome is a sequence of genes. Genes may describe a possible solution to a problem, without actually being the solution. A gene is a bit string of arbitrary lengths. The bit string is a binary representation of number of intervals from a lower bound. A gene is the GA’s representation of a single factor value for a control factor, where control factor must have an upper bound and lower bound.

2. FITNESS

The fitness of an individual in a genetic algorithm is the value of an objective function for its phenotype. For calculating fitness, the chromosome has to be first decoded and the objective function has to be evaluated. The fitness not only indicates how good the solution is, but also corresponds to how close the chromosome is to the optimal one.
3. POPULATION

A population is a collection of individuals. A population consists of a number of individuals being tested, the phenotype parameters defining the individuals and some information about search space. The two important aspects of population used in Genetic Algorithms are:
1. The initial population generation.
2. The population size.

4. SELECTION

Selection is the process of choosing two parents from the population for crossing. After deciding on an encoding, the next step is to decide how to perform selection i.e., how to choose individuals in the population that will create offspring for the next generation and how many offspring each will create. The purpose of selection is to emphasize fitter individuals in the population in hopes that their offsprings have higher fitness. Chromosomes are selected from the initial population to be parents for reproduction. The problem is how to select these chromosomes. According to Darwin’s theory of evolution the best ones survive to create new offspring.

4. CROSS OVER

Crossover is the process of taking two parent solutions and producing from them a child. After the selection (reproduction) process, the population is enriched with better individuals. Reproduction makes clones of good strings but does not create new ones. Crossover operator is applied to the mating pool with the hope that it creates a better offspring. Crossover is a recombination operator that proceeds in three steps:
1. The reproduction operator selects at random a pair of two individual strings for the mating.
2. A cross site is selected at random along the string length.
3. Finally, the position values are swapped between the two strings following the Cross site.

5. MUTATION

After crossover, the strings are subjected to mutation. Mutation prevents the algorithm to be trapped in a local minimum. Mutation plays the role of recovering the lost genetic materials as well as for randomly disturbing genetic information. It is an insurance policy against the irreversible loss of genetic material. Mutation has traditionally considered as a simple search operator. If crossover is supposed to exploit the current solution to find better ones, mutation is supposed to help for the exploration of the whole search space. Mutation is viewed as a background operator to maintain genetic diversity in the population. It introduces new genetic structures in the population by randomly modifying some of its building blocks. Mutation helps escape from local minima’s trap and maintains diversity in the population. It also keeps the gene pool well stocked, and thus ensuring periodicity. A search space is said to be
HOW GENETIC ALGORITHM DIFFERS FROM OTHER CONVENTIONAL OPTIMIZATION TECHNIQUES

• GAs operate with coded versions of the problem parameters rather than parameters themselves i.e., GA works with the coding of solution set and not with the solution itself.

• Almost all conventional optimization techniques search from a single point but GAs always operate on a whole population of points (strings) i.e., GA uses population of solutions rather than a single solution from searching. This plays a major role to the robustness of genetic algorithms. It improves the chance of reaching the global optimum and also helps in avoiding local stationary point.

• GA uses fitness function for evaluation rather than derivatives. As a result, they can be applied to any kind of continuous or discrete optimization problem. The key point to be performed here is to identify and specify a meaningful decoding function.

THE ADVANTAGES OF GENETIC ALGORITHM

• Solution space is wider
• Easy to discover global optimum
• The problem has multi objective function
• Only uses function evaluations.
• Easily modified for different problems.
• Handles large, poorly understood search spaces easily
• Good for multi-modal problems Returns a suite of solutions.
• They require no knowledge or gradient information about the response surface
• Can be employed for a wide variety of optimization problems

APPLICATIONS OF GENETIC ALGORITHM

• TSP and sequence scheduling
• Control–gas pipeline, pole balancing, missile evasion, pursuit
• Design–semiconductor layout, aircraft design, keyboard configuration, communication Networks
• Scheduling–manufacturing, facility scheduling, resource allocation
• Machine Learning–Designing neural networks, both architecture and weights, Improving classification algorithms, classifier system.
EXPERIMENTATION

The objective is to minimize the function

\[ F(x_1, x_2) = (x_1^2 + x_2 - 11)^2 + (x_1 + x_2^2 - 7)^2 \]

In the interval \(0 < x_1, x_2 \leq 6\), the true solution to this problem is \((3, 2)^T\) having a function value equal to zero.

STEP 1:

In order to solve this problem using genetic algorithms, we choose binary coding to represent variables \(x_1\) and \(x_2\). In the calculations here, 10 bits are chosen for each variable, thereby making a total string length equal to 20. With 10 bits, we can get a solution accuracy of \((6-0)/(2^{10}-1)\) or 0.006 in the interval (0,6). We choose roulette wheel selection, a single point crossover operator, and a bit wise mutation operator. The crossover and mutation probabilities are assigned to be 0.8 and 0.05, respectively. We decide to have 20 points in the population. The random population created using Knuth's random number generator3 with a random seed equal to 0.760. We set \(t_{\text{max}}=30\) and initialize the generation counter \(t=0\).

STEP 2:

The next step is to evaluate each string in the population. We calculate the fitness function of the first string. The first substring \((1100100000)\) decodes to a value equal to \((2^9+2^8+2^5)\) or 800. Thus the corresponding parameter value is equal to \(0+(6-0)*800/1023\) or 4.962. The second substring \((1110010000)\) decodes a value equal to \((2^9+2^8+2^7+2^4)\) or 912. Thus the corresponding parameter value is equal to \(0+(6-0)*912/1023\) or 5.349. Thus the first string corresponds to the point \(x(1)=(4.692, 5.349)^T\). These values can now be substituted in the objective function expression to obtain the function value. It is found that the function value at this point is equal to \(f(x(1))=959.680\). We now calculate the fitness function value at this point using the transformation rule: \(F(x(1))=1/(1.0+959.680)=0.001\). This value is used in the reproduction operation. Similarly other strings in the population are evaluated and fitness values are calculated. Table shows the objective function value and the fitness value for all 20 strings in the initial population.

STEP 3:

Since \(t=0 < t_{\text{max}}=30\), we proceed to step 4.

STEP 4:

At this step we select good strings in the population to form the mating pool. In order to use the roulette wheel selection procedure, we first calculate the average fitness of the population. By adding the fitness function values of all the strings and dividing the sum by the population size, we obtain \(F=0.008\). The next step is to compute the expected count of each string as \(F(x)/F\). The values are calculated and shown in column A of the table. In other words we can
compute the probability of each string being copied in to the matting pool by dividing these numbers with the population size. Once these probabilities are calculated, the cumulative probability can also be computed. These distributions are also shown in column c of table. In order to form the matting pool we create random numbers between zero and one. And identify the particular string which is specified by each of these random numbers.

For example, if random number 0.472 is created the tenth string gets a copy in the matting pool, because that string occupies the interval (0.401, 0.549), as shown in column c. Column e refers to the selected string. Similarly other strings are selected according to the random numbers shown in column D. After this selection procedure is repeated n times (n is the population size), the number of selected copies for each string is counted. This number is shown in column F. The complete matting pool is also shown in the table. Column a and F reveal that the theoretical expected count and the true count of each string more or less agree with each other. Fig shows the initial random population and the matting pool after the reproduction. This points marked with an Enclosed box are the points in the matting pool.

The action of the reproduction operator is clear from this plot. The inferior points have been probabilistically eliminated from further consideration. Notice that not all selected points are better than all rejected points. For example, the 14th individual (with a fitness value 0.002) is selected but the 16th individual (with a fitness value 0.005) is not selected.

Although the above roulette wheel selection is easier to implement. It is noisy. A more stable version of this selection operator is sometimes used after the expected count for each individual string is calculated. The strings are first assigned copies exactly equal to the mantissa of the expected count. Thereafter, the regular roulette wheel selection is implemented using the decimal part of the expected count as the probability of selection. This selection method is less noisy and is known as stochastic remainder selection.

**STEP 5:**

At this step, the strings in the matting pool are used in the crossover operation. In an single point crossover two strings are selected at random and crossed at a random site. Since the matting pool contains strings at random, we pick pairs of string from the top of the list. Thus string 3 and 10 participate in the crossover operation. When two strings are chosen for crossover, first a coin is flipped with a probability \( p_c = 0.8 \) to check whether a crossover is desired or not.

If the outcome of the coin flipping is true, the crossover is performed. Otherwise the strings are directly placed in an intermediate population for subsequent genetic operation. It turns out that the outcome of the first coin flipping is true, meaning that a crossover is required to perform. The next step is to find a cross site at random. We choose a site by creating a random number between (0,1-1) or (0, 19). It turns out that the obtained random number is 11. Thus we cross the strings at the site 11 are placed in the intermediate population. Then strings 14 and 2 are used in the crossover operation. This time the coin flipping comes true again and we perform the crossover at the site 8 found at random. The new children
strings are put into the intermediate population. With the flipping of a coin with a probability $pc=0.8$, it turns out that fourth, seventh, and tenth crossovers come out to be false. Thus in these cases, the strings are copied into the intermediate population. The complete population at the end of the crossover operation. It is interesting to note that with $pc=0.8$ the expected number of crossover in a population of size 20 is $0.8*20/2$ or 8. After crossover operation some good points and some not good points are created after crossover. In some cases points far away from the parent’s points are created and in some case points close to the parent points are created.

STEP 6:

The next step is to perform mutation on strings in the intermediate population, for bit wise mutation operator we flip a coin with a probability $pm=0.05$ for every bit. If the outcome is true, we alter the bit to 1 or 0 depending on the bit value. With a probability of 0.05 a population size 20 and a string length 20, we can expect to alter a total of about $0.05*20*20$ or 20 bits in the table. As counted from the table, we have actually altered 16 bits. In some cases the mutation operator changes a point locally and in some case it can bring a large change. The points marked with a small circle are points in the intermediate population. The points are moved along a particular variable only. Like the crossover operator the mutation operator has created some points better and some points worse than the original points. This flexibility enables GA operators to explorer the search space properly before converging to a region prematurely. Although this requires some extra computation, this flexibility is essential to solve global optimization problems.

STEP 7:

The resulting population becomes the new population. We now evaluate each string as before by first identifying the substring for each variable and mapping the decoded values of the substrings in the chosen intervals. This completes one iteration of the genetic algorithms. We increment the generation counter to $t=1$ and proceed to step 3 for the next iteration. The new population after one iteration is shown in fig. The average fitness of new population is calculated to be 0.015, a remarkable improvement from that in the initial population. (recall that the average in the initial population was 0.008). The best point in this population is found to have a fitness function equal to 0.050, which is also better than that of the initial population (0.024).

This process continues until the maximum allowable generation is reached or some other termination criteria are met. The population after 25 generation is found to be the points (3.003, 1.994) T with a function value 0.001. The fitness value at this point is equal to 0.999 and the average population fitness of the population is 0.474. We also observe that the total number of function evaluations required to obtain this solution is $0.8*20*26$ or 416 (including the evaluation of the initial population).
CONCLUSION

Generally genetic algorithm is used for optimization, search and inductive problems. In this paper I have taken an example of objective function and by using the concept of genetic algorithm I have minimize the function .I have implemented 30 iterations of the algorithm and found the best point for the function. Genetic algorithm is more suitable for maximization problems but here I have taken the minimization problems and I have transformed it into the maximization problems by some suitable transformation. In general a fitness function $F(x)$ is first derived from the objective function and used in successive genetic operations. For maximization problems the fitness function can be considered to be the same as the objective function or $F(X)=f(x)$. For minimization problems the fitness function is an equivalent maximization problems chosen such that the optimum point remains unchanged .the following fitness function is often used :$F(X)=1/1+f(x)$.this transformation does not alter the location of the minimum but converts a minimization problem to an equivalent maximization problem. The fitness function value of a string is known as the strings fitness.
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